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ON RELATIVE CONTRIBUTIONS OF MIXED EXPLANATORY
VARIABLES TO THE VARIATION OF A REGRESSAND I

by

Tito A. Mijares, Ph. D., Academician

Wehave a general linear model in matric form
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•

(1)

where r == (Yl , .... " Yn ) ; ! = (Xii), i ~ 1, .... ,n, j =0,
... , k with the first column of X's each equal to unity: .6' = •
(Po, PI, ... , 13k) and E' == (ILl, .... ,lLn)' ~ is a vector or-un-
known parameters and IL is a vector of random values. The usual
assumptions are: (a) the expected value E(IL) = 0, (b) E(IL IL')
= o;In , where In is a unit matrix of order -;; and 0; < 00 is the
common variance of the IL'S, (c) X is a set of fixed real numbers
with rank k < n. The vector of parameters ~ are to be estimated,
usually by least squares.

Without loss of generality the model may be restated by ex­
pressing the dependent vector r and the explanatory variables
XiI as deviates from their respective means and eliminating 130. •
Thus equation (1) may be written

(2)

where .x' = (Yl' .. , Yn), Yi = Yi Y, Y
n

= ~ Yt!n
i = 1

lComments on "Relative Contributions of Mixed Explanatory Variables to the
Variation of a Regressand", by J. Encarnacion, presented at the Third Annual Scientific
Meeting of the Natural Academy of Science and Technology, July 9,1981, PICC,Manila
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x = (Xij), i = I, . .. .n, j = I , ... .k,

t = (13\,. . ,13k) and e ' = (€ 1, ... ,€n)
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If ~' = WI>' .. , ~k) is the vector of least squares estimates of f!..
equation (2) may be written equivalently as

(3) y=x{3+e

\}'here e is a vector of n residuals y - x ;3. It can..be established that
13 = (x' x)- 1 x' y. The mean and vanance of 13 are respectively 13- - -, - - --
and a; <:! .:!)- 1 . Equation (3) may be expressed by

(4) y = y + e- -• where ..
(5) ~ =x J!.

•

•

..
In terms of Dr. Encarnacion's formulation (cf. eq. (l) y is the
"predictor" of y Thus, the vector y consists of the vector of ex­
plained and unexplained parts,~ being the latter portion. The total
number of regression coefficients in his paper is K +J + 4 which is
equal to dimension k in this note, if his p and q are denoted as
§k _ 1 and ~k, respectively. For a given element y of yin this note

..
y = y + ao + bo

of that paper (cf. ego (2), Encarnacion's paper). The coefficients.. ..
PI, .. ,13k _ 2 here are the same as the coefficients of the discrete
explanatory variables in that same paper.

Dummy Variables

We may now view the problem addressed by Dr. Encarnacion
as extension of a general linear model in certain aspects. In
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econometric work the introduction of discrete variables is general­
ly meant the inclusion of "dummy" variables in the usual regres­
sion model. Suppose Y is income expressed by gross national
product (GNP) and X is total investment. A linear model for two
periods may be expressed

y = at + ~X + e (before the war)

Y = a2 + ~X + e (after the war)

The two equations may be combined into a singleequation

••

•

(6) y = ao + ~oZ + ~X + e

where Z = 0 before the war and Z = I afttr the war. Hence,

E(YiZ= 0) = ao + ~X

E(YIZ=l) = (ao + ~o) + ~X

Note that at is now equivalent to ao and a2 =ao + ~o (cf.
lines 5 and 6 from the bottom, p. 2, Encarnacion's paperj.Hence,
we may treat the problem as an ordinary linear regression
problem, unrestricted case in the sense that no restrictions are im­
posed on the coefficients.

•

Tests on the Coefficients

To make tests on the coefficients an additional assumption •
on the distribution of the residual term fi, i = I, ... , n in equa-
tion (2) is needed. Suppose the fils are independently and identi-
cally normally distributed random variables with zero means and
common variance 0;. The L. S. estimate off!.. is

(7) i = (x' x) - I ! 1

= (3 + ~~)- t ~'5.
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Then

(8)
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A

E~)=~

A A A

var~) = E [(13 ~) <P. - ~)']

= E[~' ~)-I ~~l~"(c'!r I]

= o~ <!~J-I
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One sees from (7) that 13 has a multinormal distribution over a
k-dimensional space with density Nk(fJ.., 0; <.!.' :!T I). Hence, a
linear function c' j has a univariate normal distribution with den­
sity N(~Ji: 0; ~ (x~~- If). The statistic

will be distributed as Student's-t with n-k degrees of freedom.
where Se :J~ ~(n-k).j and ~are independently distributed.

We can now compare coefficients of classificatory variables
(e.g. the coefficient of the it.h. income group of one region against
the coefficient of the jtJ! income group of another region.) By..
choosing f. appropriate to our hypotheses on the «« we can make
the tests on the coefficients. Let £ =(0, ... ,0. 1,0, ... , 0, - I,
0, ... ,0), the itJ! element is 1 and the j!h element is - I and zeros
in other places. This is equivalent to testing Ho: ~i - ;Jj =°or
Pi =[3/ against HI: oR; =1= f3j. The probability is a that ItI> ta/2, n-k,
where tOl{2 , n-k is the tabulated value of t with Il-k d. f

Concluding Remarks

The formulation of the general linear model given in (1)
includes an assumption that the domain of the explanatory
variables are real numbers and results derived therefrom apply also
to the mixed case which Dr. Encarnacion deals with in his paper.
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(10)

Apart from the problem that units ofmeasures in the variables
are not easily interpretable when compared, working with corre-
lations among variables are of frequent interest because the square \
of multiple correlation coefficient

2 ~e2

Ro . 1 2•.. k = 1 - ~y2

•
explains directly the proportion of total variation in the depend­
ent variable Y explained by variables Xl, .. , Xk. Occasionally
also the available data we have on the problem are expressed in
correlation coefficients. Alternatively, the p'S in the linear regres­
sion model of equation (2) can be derived from correlations
among the variables. We can compute the simple (zero-order)
correlations between the variables Y, Xl, .. , Xk and display them
in matric form R=('ii) where 'oj (j =1, ... ,k) denotes the corre­
lation between Y and Xj and 'a =I (i =0, ... , k). Then the least
squares regression y =Sl Xl + ... + ~k xk, where y, xl' ... ,Xk

are deviates of variables Y, X I, ..., Xk from their respective
means would have coefficients

•

(11)

where R oj and Roo denote the co-factors of Io] and '00 in the
matrix fi, respectively, and So and Sj are the respective standard
deviations of Y and Xj . An alternative expression for the least
squares regression is •

Roo. ROl R02 ROk
(12) - Y +--xi + -- x2 + ... + -- Xk = 0

So sl s2 Sk

The residua! slim of squares ~e2 =i~may be expressed as

(13) ~e2 = nso lEI

Roo

where IRI is the determinant of matrix B..

•
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Since l:y2 = nS5 ' equation (10) becomes

I
(14) R2· _ I - I~I0.12 ..• k-

Roo

•
The only thing left to relate equations (11) and (12) to Dr.

Encarnacion's model is to determine the standard deviations and
correlations of the discrete variables. Note that the classificatory
variable xI has mean Pi> the proportion of individuals in the jib.
class. Its variance is Pi (1 - Pi)' The correlation between Xi and
XI in the same class is (c.f. Cramer, p. 318)

(15)
'ii =

f Pi PI

• Take characteristic group h of classificatory variable X.
Assume that the flrst v of n individuals in the sample belong to
II. Let the sequence of values of the continuous variable W in the
h group be denoted by wI, ..• , Wn . The pairs of values of X and
Wand their deviates are

•

Original
value

X: ... I

Sums Means

o ..... 0 v v/n=p

Deviates

X: I - P I-p ... I-p -p .... -p

•
W: (WI - w) (w2 - w) ... (wv .; w) (w, + 1 - w) .. (wn - iv)
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a.n v _ n _
~ Xi Wi = ~ (1 - p) (Wi - W) - ~ P (Wi - W)
1 1 v + 1

v n n \
= (1 - p) [~ Wi - ~ ~ Wi 1-p~ Wi + P (n - V) W

n V + 1

v v v 2 n
= ~ Wi - P ~ Wi - P ~ Wi + P ~ Wi •

n v •
-P [~Wi-~W;]+p(n-v)w

This easily simplifies to

(16)
n v n
~ Xi Wi = ~ Wi - p(~ Wi)
1 1 1

since
2 n n_

p ~ Wi = pvwand p~ "t = pnw
1 1

The simple correlation between X and W is
f wi - pf Wi

(17) rx w = 1. . 1

.J Pq Sw

•

where

Reference

Sw = .J' f (w, - w)2 / (n r: 1) and q =1 - P
1
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